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I. Vector spaces (𝑉, +, ⋅) over a field 𝐾. 

A nonempty set 𝑉 is said to be a vector space over field 𝐾 if 

 (𝑉, +) is an abelian group.  

 𝑘 ⋅ 𝑢 ∈ 𝑉for all 𝑢 ∈ 𝑉 and 𝑘 ∈ 𝐹 

 𝑘 ⋅ (𝑢 + 𝑣) = 𝑘 ⋅ 𝑢 + 𝑘 ⋅ 𝑣 

 (𝑘1 + 𝑘2) ⋅ 𝑢 = 𝑘1 ⋅ 𝑢 + 𝑘2 ⋅ 𝑢 

 (𝑘1𝑘2) ⋅ 𝑢 = 𝑘1 ⋅ (𝑘2 ⋅ 𝑢) 

 1 ⋅ 𝑢 = 𝑢.  

II. Subspaces 

Non-empty subsets of a vector space which are vector space over the same field under the 

same vector addition and scalar multiplication are called subspaces. 

A nonempty set 𝑊 is a subspace of a vector space 𝑉 over a field 𝐾 if  

 Zero vector is in 𝑊. 

 𝑢 + 𝑣 ∈ 𝑊 and 𝑘𝑢 ∈ 𝑊for all 𝑢, 𝑣 ∈ 𝑊 and 𝑘 ∈ 𝐾 or 𝑎𝑢 + 𝑏𝑣 ∈ 𝑊for 𝑢, 𝑣 ∈ 𝑊and 

𝑎, 𝑏 ∈ 𝐾. 

Intersection of any two subspaces of 𝑉 is also a subspace of 𝑉. 

Problems 

1. Which of the following subsets of ℝ2 with the usual operations of vector addition and scalar 

multiplication are subspaces? 

a) 𝑊1 is the set of all vectors of the form (𝑥, 𝑦), where 𝑥 ≥ 0. 

b) 𝑊2 is the set of all vectors of the form (𝑥, 𝑦), where 𝑥 ≥ 0 and 𝑦 ≥ 0. 

c) 𝑊3 is the set of all vectors of the form (𝑥, 𝑦), where 𝑥 = 0. 

d) 𝑊4 is the set of all vectors of the form (𝑥, 𝑦), where 𝑥𝑦 = 0. 

e) 𝑊5 is the set of vectors of the form (3𝑠, 2 + 5𝑠) for 𝑠 ∈ ℝ  

2. Determine whether or not 𝑊 is a subspace of 𝑅3 where 𝑊 consists of all vectors of the form 

(𝑎, 𝑏, 𝑐)in 𝑅3such that: 

a. 𝑎 = 3𝑏. 
b. 𝑎 ≤ 𝑏 ≤ 𝑐. 

c. 𝑎𝑏 = 0. 

d. 𝑎 + 𝑏 + 𝑐 = 0. 

e. 𝑏 = 𝑎2. 

f. 𝑎 = 2𝑏 = 3𝑐. 

g. 𝑎 + 𝑏 + 𝑐 = 3  

h. 𝑎 ≥ 0. 

i. 𝑎2 + 𝑏2 + 𝑐2 ≤ 1.

3. Determine whether or not 𝑊 = {(𝛼, 4𝛼, 5𝛼): 𝛼 is any scalar} is a subspace of ℝ3. 

4. Determine whether or not the subset of matrices of the form [𝑎 𝑎2

𝑏 𝑏2] is a subspace. 

III. Linear combination 

 

A vector v is said to be the linear transformation of elements of set S if 

v=c1s1+c2s2+c3s3+.......+cnsn for all 𝑠𝑖 in S and 𝑐𝑖in F. 

IV. Spanning sets or Linear span 

Consider a subset 𝑆 = {𝑢1, 𝑢2, ⋯ 𝑢𝑚} of a vector space 𝑉 over a field 𝐹. The collection of 

all possible linear combinations of vectors in 𝑆 is called the linear span of 𝑆 denoted by 

𝑠𝑝𝑎𝑛(𝑆) = 𝑠𝑝𝑎𝑛(𝑢𝑖). 𝑠𝑝𝑎𝑛(𝑆) is a subspace of 𝑉. 
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PROBLEMS 

1. Verify whether 𝑣 in ℝ3 is a linear combination of the vectors 𝑢1, 𝑢2 and 𝑢3: 

Or show that the given v is in Span(S), where 𝑆 = {𝑢1, 𝑢2, ⋯ 𝑢𝑚} 

a. 𝑣 = (1, −2,5), 𝑢1 = (1,1,1), 𝑢2 = (1,2,3) and 𝑢3 = (2, −1,1). 

b. 𝑣 = (2, −5,3), 𝑢1 = (1, −3,2),  𝑢2 = (2, −4, −1) and 𝑢3 = (1, −5,7). 

c. 𝑣 = (4, −9,2), 𝑢1 = (1,2, −1), 𝑢2(1,4,2), and 𝑢3 = (1, −3,2). 

d. 𝑣 = (1,3,2), 𝑢1 = (1,2,1), 𝑢2(2,6,5) and 𝑢3 = (1,7,8). 

e. 𝑣 = (1,4,6), 𝑢1 = (1,1,2), 𝑢2(2,3,5) and 𝑢3 = (3,5,8). 

2. Find 𝑘 such that 𝑣 = (1, −2, 𝑘) is a linear combination of (3,0, −2) and (2, −1, −5). 

3. Express the polynomial 𝑣 = 𝑡2 + 4𝑡 − 3 in 𝑃(𝑡) as a linear combination of the 

polynomials 𝑝1 = 𝑡2 − 2𝑡 + 5, 𝑝2 = 2𝑡2 − 3𝑡 and 𝑝3 = 𝑡 + 1. 

4. Express 𝑀 = [
4 7
7 9

] as a linear combination of 𝐴 = [
1 1
1 1

], 𝐵 = [
1 2
3 4

] & 𝐶 = [
1 1
4 5

]. 

5. Check whether the following polynomials are in the 𝑠𝑝𝑎𝑛(𝑝1, 𝑝2, 𝑝3) where 𝑝1 = 𝑡3 + 𝑡2, 

𝑝2 = 𝑡3 + 𝑡 and 𝑝3 = 𝑡2 + 𝑡.  i) 𝑝(𝑡) = 𝑡3 + 𝑡2 + 𝑡  ii) 𝑝(𝑡) = 2𝑡3 − 𝑡     iii) 𝑝(𝑡) = 2𝑡2 + 1.  

V. Linear dependence and independence: 

Consider 𝑆 = {𝑢1, 𝑢2, ⋯ 𝑢𝑚} of a vector space 𝑉. The set 𝑆 is said to be linearly dependent 

if there exists some non-zero scalars 𝑐1, 𝑐2 ⋯ 𝑐𝑚 such that 𝑐1𝑢1 + 𝑐2𝑢2 + ⋯ 𝑐𝑚𝑢𝑚 = 0. 

If such non-zero scalars do not exist, then 𝑆 is said to be linearly independent. 

 Any set of vectors containing the zero vector is a linearly dependent set. 

 Any set with more than 1 vector is linearly dependent if and only if, one of them is 

a linear combination of the other vectors. 

PROBLEMS 

1. Determine whether or not each of the following lists of vectors in ℝ3are linearly 

dependent: 

a) 𝑢1 = (1,2,3), 𝑢2 = (0,0,0), 𝑢3 = (1,5,6). 

b) 𝑢 = (1,1,2), 𝑣 = (2,3,1) and 𝑤 = (4,5,5). 

c) 𝑢1 = (1,2,5), 𝑢2 = (1,3,1), 𝑢3 = (2,5,7) and 𝑢4 = (3,1,4). 

d) 𝑢1 = (1,2,5), 𝑢2 = (2,5,1)and 𝑢3 = (1,5,2). 

2. Determine whether the following vectors in ℝ4 are linearly dependent or independent:  

a. (1,2, −3,1), (3,7,1, −2), (1,3,7, −4). 

b. (1,3,1, −2), (2,5, −1,3), (1,3,7, −2). 

3. Determine whether the following polynomials 𝑢, 𝑣 and 𝑤 in 𝑃(𝑡) are linearly dependent or 

independent: 

a. 𝑢 = 𝑡3 − 4𝑡2 + 3𝑡 + 3, 𝑣 = 𝑡3 + 2𝑡2 + 4𝑡 − 1 and 𝑤 = 2𝑡3 − 𝑡2 − 3𝑡 + 5. 

b. 𝑢 = 𝑡3 − 5𝑡2 − 2𝑡 + 3, 𝑣 = 𝑡3 − 4𝑡2 − 3𝑡 + 4 and 𝑤 = 2𝑡3 − 17𝑡2 − 7𝑡 + 9. 

VI. Bases and dimension 

A nonempty subset 𝐵 = {𝑢1, 𝑢2, ⋯ 𝑢𝑛}of a vector space 𝑉 over a field 𝐾 is said to be a 

basis of 𝑉 if  

 𝐵 is a linearly independent set. 

 𝑠𝑝𝑎𝑛(𝐵) = 𝑉. 
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The number of vectors in the basis is called the dimension of 𝑉 denoted by 𝑑𝑖𝑚(𝑉) = 𝑛. 

 Any basis of a vector space will have the same number of vectors. 

 In an 𝑛 -dimensional vector space, any set containing more than 𝑛 vectors are 

linearly dependent. 

 Any linearly independent set with less than 𝑛 vectors cannot span the vector space 

𝑉. But this set is a subset of some basis of 𝑉 and hence can be extended to a basis 

of 𝑉. 

PROBLEMS 

1. Determine whether or not each of the following form a basis of ℝ3: 
a. (1,1,1), (1,0,1). 

b. (1,1,1), (1,2,3) and (2, −1,1). 

2. Determine whether (1,1,1,1), (1,2,3,2), (2,5,6,4) and (2,6,8,5) form a basis of ℝ4. If not 

find the dimension of the subspace they span. 

3. Extend {𝑢1 = (1,1,1,1), 𝑢2 = (2,2,3,4)} to a basis of ℝ4. 

4. Find a subset of 𝑆 = {𝑢1, 𝑢2, 𝑢3, 𝑢4} that gives a basis for 𝑊 = 𝑠𝑝𝑎𝑛(𝑢𝑖) of ℝ5 where: 

a. 𝑢1 = (1,1,1,2,3), 𝑢2 = (1,2, −1, −2,1), 𝑢3 = (3,5, −1, −2,5) and 𝑢4 = (1,2,1, −1,4). 

b. 𝑢1 = (1, −2,1,3, −1), 𝑢2 = (−2,4, −2, −6,2), 𝑢3 = (1, −3,1,2,1) and 

 𝑢4 = (3, −7,3,8, −1). 

5. Find the basis and dimension of the subspace 𝑊 spanned by: 
a. 𝑢 = 𝑡3 + 2𝑡2 − 2𝑡 + 1, 𝑣 = 𝑡3 + 3𝑡2 − 3𝑡 + 4 and 𝑤 = 2𝑡3 + 𝑡2 − 7𝑡 − 7 in 𝑃3(𝑡). 

b.  𝑢 = 𝑡3 + 𝑡2 − 3𝑡 + 2, 𝑣 = 2𝑡3 + 𝑡2 + 𝑡 − 4 and 𝑤 = 4𝑡3 + 3𝑡2 − 5𝑡 + 2 in  𝑃3(𝑡). 

c. 𝐴 = [
1 −5

−4 2
], 𝐵 = [

1 1
−1 5

], 𝐶 = [
2 −4

−5 7
] and 𝐷 = [

1 −7
−5 1

] in 𝑉 = 𝑀2,2. 

6. Find the basis and dimension of the row space, column space and null space of the following 

matrices: 

Hint: rowsp(𝐴) = span(𝑅𝑖); colsp(𝐴) = span(𝐶𝑖); nullsp(𝐴) =solution space of 𝐴𝑋 = 0. 

i. [

1 2 −1 −2 0
2 4 −1 1 0
3 6 −1 4 0
0 0 1 5 0

]  

ii. [

1 −3 4 −2 5 4
2 −6 9 −1 8 2
2 −6 9 1 9 7

−1 3 −4 2 −5 −4

] 

iii. [
1 −1 1 3 2
2 −1 1 5 1
0 1 −1 −1 −3

] 

iv. [

0 0 3 1 4
1 3 1 2 1
3 9 4 5 2
4 12 8 8 7

]

VII. Linear transformation: 

If 𝑈 and 𝑉 are vector spaces over the same field, then the mapping 𝐿: 𝑈 → 𝑉 is said to be a 

linear transformation if  

a) 𝐿(𝑢 + 𝑣) = 𝐿(𝑢) + 𝐿(𝑣)∀𝑢, 𝑣 ∈ 𝑈.  

b) 𝐿(𝑘. 𝑢) = 𝑘. 𝐿(𝑢)∀𝑘 ∈ 𝐹, 𝑢 ∈ 𝑈. 

Alternately, 𝐿(𝑘1. 𝑢 + 𝑘2𝑣) = 𝑘1. 𝐿(𝑢) + 𝑘2. 𝐿(𝑣). 

PROBLEMS 

Check whether the following are linear transformations:  

1. 𝑇: 𝑅2 → 𝑅2; 𝑇(𝑎, 𝑏) = (2𝑎, 3𝑏) 

2. 𝑇: 𝑀2×2 → 𝑀2×2; 𝑇 [
𝑎 𝑏
𝑐 𝑑

] = [
𝑎 + 𝑐 0

0 𝑐 − 𝑑
]. 

3. 𝑇: 𝑀2×2 → 𝑀2×2; 𝑇 [
𝑎 𝑏
𝑐 𝑑

] = [
𝑐 𝑎
𝑑 𝑏

] 
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4. 𝑇: 𝑃2(𝑡) → 𝑃3(𝑡); 𝑇(𝑓(𝑡)) = 𝑡 ∗ 𝑓(𝑡) 

5. 𝑇: 𝑃2(𝑡) → 𝑃4(𝑡); 𝑇(𝑓(𝑡)) = 𝑓(𝑡2) 

6. 𝑇: 𝑉1(𝑅) → 𝑉3(𝑅); 𝑇(𝑥) = (𝑥, 𝑥2, 𝑥3). 

7. Let 𝑉 be the vector space of differentiable functions 𝑓: ℝ → ℝ with basis 𝑆 and let 

 𝐷: 𝑉 → 𝑉

 

be the differential operator defined by 𝐷(𝑓(𝑡)) =
𝑑(𝑓(𝑡))

𝑑𝑡
. Is 𝐷 a linear 

transformation. 

Theorem: If 𝑻: 𝑼 → 𝑽 is linear transformation and 𝐵 = {𝑢1, 𝑢2, 𝑢3 … … 𝑢𝑛} is a basis of 𝑈 and 𝑆 =
{𝑣1, 𝑣2, 𝑣3 … … 𝑣𝑛} any set of vectors in 𝑉, then there exists a unique linear transformation such that 

𝑇(𝑢1) = 𝑣1, 𝑇(𝑢2) = 𝑣2 … … 𝑇(𝑢𝑛) = 𝑣𝑛. 

Meaning: Every element 𝑣 in 𝑈 can be written as 𝑣 = ∑ 𝑐𝑖
𝑛
𝑖=1 𝑢𝑖. So by definition, 𝑇(𝑣) =

𝑇[∑ 𝑐𝑖𝑢𝑖
𝑛
𝑖=1 ] = ∑ 𝑐𝑖𝑇(𝑢𝑖)

𝑛
𝑖=1  i.e., image of every element is a linear combination of images of the 

basis vectors. Alternately, image of the basis spans 𝑅𝑎𝑛𝑔𝑒(𝑇). 

PROBLEMS 

Find the linear transformation 

8. 𝑇: 𝑅2 → 𝑅2such that 𝑇(1,2) = (3,0) and 𝑇(2,1) = (1,2).  
9. 𝑇: 𝑅2 → 𝑅2such that 𝑇(1,2) = (3, −1) and 𝑇(0,1) = (2,1).  
10. 𝑇: 𝑅2 → 𝑅2that maps (1,3) and (1,4) into (−2,5) and (3, −1). 

11. 𝑇: 𝑅2 → 𝑅3such that 𝑇(−1,0) = (−1,0,2) and 𝑇(2,1) = (1,2,1). 

12. 𝑇: ℝ3 → ℝ3 such that 𝑇(1,1,1) = (1,1,1) and 𝑇(1,2,3) = (−1, −2, −3). (Ans: Infinitely 

many possibilities. It depends on how we map the missing basis vector). 

13. Find the linear transformation 𝑇: ℝ3 → ℝ4 whose range space is spanned by (1,2,0, −4) and 
(2,0, −1, −3). (Hint: The 3rd basis vector should be mapped to zero vector as the given 

vectors are the basis of range space). 

VIII. Matrix representation of linear transformation:  

Let 𝑇: 𝑈 → 𝑉 be a linear transformation with 𝐵 = {𝑢1, 𝑢2, 𝑢3 … 𝑢𝑛} and 𝐵′ = {𝑣1, 𝑣2, 𝑣3 … 𝑣𝑚} as 

the basis of 𝑈 and 𝑉 respectively. The matrix of the linear transformation denoted by [𝑇]𝐵𝐵′  is 

given by coordinate vectors of 𝑇(𝑢𝑖) relative to 𝐵′ written along the columns. 

i.e., [𝑇]𝐵𝐵′ = [[𝑇(𝑢1)]𝐵′[𝑇(𝑢2)]𝐵′ ⋯ ⋯ [𝑇(𝑢𝑛)]𝐵′] which is a 𝑚 × 𝑛 matrix. 

PROBLEMS 

1. Find the matrix of linear transformation 𝑇: 𝑅2 → 𝑅3defined by 𝑇 [
𝑎
𝑏

] = [
𝑎 + 𝑏
𝑎 − 𝑏

2𝑏
]with   

respect to the basis 𝐵 = {[
1
0

] , [
1
1

]}for 𝑅2and 𝐶 = {[
1
0
0

] , [
0
1
0

] , [
0
0
1

]}for 𝑅3. 

2. Find the matrix of linear transformation 𝑇: 𝑅3 → 𝑅2defined by 𝑇(𝑥, 𝑦, 𝑧) = (2𝑥, 4𝑦 + 5𝑧)

 

with respect to the basis𝐵 = {(1,0,0), (0,1,0), (0,0,1)} for 𝑅3and 𝐶 = {(1,1), (0,1)}for 𝑅2. 

3. Find the matrix of linear transformation 𝑇: 𝑉2(𝑅) → 𝑉2(𝑅) defined by 

4. 𝑇(𝑥, 𝑦) = (2𝑥 + 3𝑦, 4𝑥 − 5𝑦) with respect to basis 𝑆 = {(1,2), (2,5)}. 

5. Consider the matrix 𝐴 = [
2 4
5 6

] which defines a linear operator on ℝ2. Find the matrix of 

the linear transformation relative to the basis 𝑆 = {𝑢1, 𝑢2} = {[
1

−2
] , [

3
−7

]}.  
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6. Consider the matrix 𝐴 = [
1 −2 1
3 −1 0
1 4 −2

] which defines a linear operator on ℝ2. Find the 

matrix of the linear transformation relative to the basis 𝑆 = {𝑢1, 𝑢2, 𝑢3} = {[
1
1
1

] , [
0
1
1

] , [
1
2
3

]}. 

7. Consider the matrix 𝐴 = [
1 3 1
2 7 4
1 4 3

] which defines a linear operator on ℝ2. Find the matrix 

of the linear transformation relative to the basis 𝑆 = {𝑢1, 𝑢2, 𝑢3} = {[
1
1
1

] , [
0
1
1

] , [
1
2
3

]}. 

8. Find the matrix of linear transformation 𝑇: 𝑝2(𝑡) → 𝑝2(𝑡) defined by 𝑇(𝑓(𝑡)) = 𝑓(𝑡2) 

with respect to the basis 𝐵 = {1, 𝑡, 𝑡2}. 

9. Let 𝑇: 𝑅3 → 𝑅2 be the linear transformation such that 𝑇(1,0,0) = (2,1),  

10. 𝑇(0,1,0) = (1, −1) and 𝑇(1,1,0) = (0,3). Find the matrix representation of 𝑇 with respect 

to the standard bases of 𝑅3 and 𝑅2. 

IX. Rank-Nullity Theorem: 

𝑹𝒂𝒏𝒌(𝑻) = 𝒅𝒊𝒎(𝑹𝒂𝒏𝒈𝒆(𝑻)) and 𝑵𝒖𝒍𝒍𝒊𝒕𝒚(𝑻) = 𝒅𝒊𝒎(𝑲𝒆𝒓(𝑻)). 

Theorem: If 𝑇: 𝑈 → 𝑉 is a linear transformation then Rank(𝑇) + Nullity(𝑇) = dim(𝑈). 

PROBLEMS 

Find the basis for the range space𝑅(𝑇), null space𝑁(𝑇) for the following linear transformation and 

also verify rank-nullity theorem. Verify whether they one-one or onto. 

1. 𝑇: 𝑅3 → 𝑅3defined by 𝑇(𝑥, 𝑦, 𝑧) = (𝑥 + 𝑦, 𝑥 − 𝑦, 2𝑥 + 𝑧). 

2. 𝑇: 𝑅3 → 𝑅3defined by 𝑇(𝑥, 𝑦, 𝑧) = (𝑥 + 2𝑦 − 𝑧, 𝑦 + 𝑧, 𝑥 + 𝑦 − 2𝑧).  

3. 𝑇: 𝑅3 → 𝑅3defined by 𝑇(𝑥, 𝑦, 𝑧) = (𝑥 + 𝑦, 𝑥 − 𝑦, 2𝑥 + 𝑧). 

4. 𝑇: 𝑅4 → 𝑅3defined by 𝑇(𝑥, 𝑦, 𝑧, 𝑡) = (𝑥 − 𝑦 + 𝑧 + 𝑡, 𝑥 + 2𝑧 + 𝑡, 𝑥 + 𝑦 + 3𝑧 − 3𝑡). 

5. 𝑇: 𝑅4 → 𝑅3

 

where 𝑇 = [
1 2 3 1
1 3 5 −2
3 8 13 −3

].  

6. 𝑇: ℝ5 → ℝ4where 𝑇 = [

2 −1 1 −6 8
1 −2 −4 3 −2

−7 8 10 3 −10
4 −5 −7 0 4

]. 

7. 𝑇: ℝ5 → ℝ3 given by 𝑇(𝑥, 𝑦, 𝑧, 𝑠, 𝑡) = (𝑥 + 2𝑦 + 2𝑧 + 𝑠 + 𝑡, 𝑥 + 2𝑦 + 3𝑧 + 2𝑠 − 𝑡, 3𝑥 +
6𝑦 + 8𝑧 + 5𝑠 − 𝑡) 

  


